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About Cloudera Introduction

Cloudera provides a scalable, flexible, integrated platform that makes it easy to manage rapidly increasing volumes
and varieties of data in your enterprise. Cloudera products and solutions enable you to deploy and manage Apache
Hadoop and related projects, manipulate and analyze your data, and keep that data secure and protected.

Cloudera provides the following products and tools:

CDH—The most complete, tested, and popular distribution of Apache Hadoop and other related open-source
projects, including Apache Impala and Cloudera Search. CDH also provides security and integration with numerous
hardware and software solutions.

Apache Impala—A massively parallel processing SQL engine for interactive analytics and business intelligence. Its
highly optimized architecture makes it ideally suited for traditional Bl-style queries with joins, aggregations, and
subqueries. It can query Hadoop data files from a variety of sources, including those produced by MapReduce
jobs or loaded into Hive tables. The YARN resource management component lets Impala coexist on clusters running
batch workloads concurrently with Impala SQL queries. You can manage Impala alongside other Hadoop components
through the Cloudera Manager user interface, and secure its data through the Sentry authorization framework.
Cloudera Search—Provides near real-time access to data stored in or ingested into Hadoop and HBase. Search
provides near real-time indexing, batch indexing, full-text exploration and navigated drill-down, as well as a simple,
full-text interface that requires no SQL or programming skills. Fully integrated in the data-processing platform,
Search uses the flexible, scalable, and robust storage system included with CDH. This eliminates the need to move
large data sets across infrastructures to perform business tasks.

Cloudera Manager—A sophisticated application used to deploy, manage, monitor, and diagnose issues with your
CDH deployments. Cloudera Manager provides the Admin Console, a web-based user interface that makes
administration of your enterprise data simple and straightforward. It also includes the Cloudera Manager API,
which you can use to obtain cluster health information and metrics, as well as configure Cloudera Manager.
Cloudera Navigator—An end-to-end data management and security tool for the CDH platform. Cloudera Navigator
enables administrators, data managers, and analysts to explore the large amounts of data in Hadoop, and simplifies
the storage and management of encryption keys. The robust auditing, data management, lineage management,
lifecycle management, and encryption key management in Cloudera Navigator allow enterprises to adhere to
stringent compliance and regulatory requirements.

This introductory guide provides a general overview of CDH, Cloudera Manager, and Cloudera Navigator. This guide
also includes frequently asked questions about Cloudera products and describes how to get support, report issues,
and receive information about updates and new releases.

Documentation Overview

The following guides are included in the Cloudera documentation set:

Guide Description

Overview of Cloudera and the Cloudera | Cloudera provides a scalable, flexible, integrated platform that makes it easy

Documentation Set to manage rapidly increasing volumes and varieties of data in your enterprise.

Cloudera products and solutions enable you to deploy and manage Apache
Hadoop and related projects, manipulate and analyze your data, and keep
that data secure and protected.

Cloudera Release Notes This guide contains release and download information for installers and

administrators. It includes release notes as well as information about versions
and downloads. The guide also provides a release matrix that shows which
major and minor release version of a product is supported with which release
version of Cloudera Manager, CDH and, if applicable, Cloudera Impala.



http://www.cloudera.com/documentation/enterprise/release-notes/topics/rg_release_notes.html

Guide

Description

Cloudera QuickStart

This set of guides describes ways to rapidly begin experimenting with Cloudera
software. The first section describes how to download and use QuickStart
virtual machines, which provide everything you need to try CDH, Cloudera
Manager, Impala, and Cloudera Search. Subsequent sections show you how
to create a new installation of Cloudera Manager 5, CDH5, and managed
services on a cluster of four hosts and an unmanaged CDH pseudo cluster.
Quick start installations are for demonstration and POC applications only and
are not recommended for production use.

Cloudera Installation

This guide provides instructions for installing Cloudera software.

Cloudera Upgrade Overview

This topic provides an overview of upgrade procedures for Cloudera Manager
and CDH.

Cloudera Administration

This guide describes how to configure and administer a Cloudera deployment.
Administrators manage resources, availability, and backup and recovery
configurations. In addition, this guide shows how to implement high
availability, and discusses integration.

Cloudera Data Management

This guide describes how to perform data management using Cloudera
Navigator. Data management activities include auditing access to data residing
in HDFS and Hive metastores, reviewing and updating metadata, and
discovering the lineage of data objects.

Cloudera Operation

This guide shows how to monitor the health of a Cloudera deployment and
diagnose issues. You can obtain metrics and usage information and view
processing activities. This guide also describes how to examine logs and reports
to troubleshoot issues with cluster configuration and operation as well as
monitor compliance.

Cloudera Security

This guide is intended for system administrators who want to secure a cluster
using data encryption, user authentication, and authorization techniques. It
provides conceptual overviews and how-to information about setting up
various Hadoop components for optimal security, including how to setup a
gateway to restrict access. This guide assumes that you have basic knowledge
of Linux and systems administration practices, in general.

Apache Impala - Interactive SQL

This guide describes Impala, its features and benefits, and how it works with
CDH. This topic introduces Impala concepts, describes how to plan your Impala
deployment, and provides tutorials for first-time users as well as more
advanced tutorials that describe scenarios and specialized features. You will
also find a language reference, performance tuning, instructions for using the
Impala shell, troubleshooting information, and frequently asked questions.

Cloudera Search Guide

This guide explains how to configure and use Cloudera Search. This includes
topics such as extracting, transforming, and loading data, establishing high
availability, and troubleshooting.

Spark Guide

This guide describes Apache Spark, a general framework for distributed
computing that offers high performance for both batch and interactive
processing. The guide provides tutorial Spark applications, how to develop
and run Spark applications, and how to use Spark with other Hadoop
components.

Cloudera Glossary

This guide contains a glossary of terms for Cloudera components.




Cloudera Primary User Personas

Cloudera has defined the following set of personas described in this topic. These personas are characters based on
real people, where each persona represents a user type. This collection of personas helps define the goals and activities
of typical users of Cloudera products. Defining personas for software products is a moving target because user types
change over time. This collection is the result of a 2018 study collecting data from about fifteen leaders in Cloudera
product management and engineering. These primary personas are being validated with some customers to ensure
their accuracy and will be updated as needed.

For comments or questions, please contact our Cloudera product design lead at gconvertino@cloudera.com.

Infrastructure

The personas in this group use either Cloudera Manager or Altus to manage CDH clusters on-premises or in the cloud.

Jim — Senior Hadoop Administrator

Skills and Background

¢ Very strong knowledge of HDFS and Linux administration
¢ Understanding of:

— Distributed/grid computing

— VMs and their capabilities

— Racks, disk topologies, and RAID
— Hadoop architecture

e Proficiency in Java
Tools:
Cloudera

¢ Cloudera Manager/CDH
e Navigator

e BDR

e Workload XM

Third-party Tools: Configuration management tools, log monitoring tools, for example, Splunk, Puppet, Chef, Ganglia,
or Grafana

Goals:

¢ Achieve consistent high availability and performance on Hadoop clusters
e User administration, including creating new users and updating access control rights upon demand

Typical Tasks:

e Monitor cluster performance to ensure high percentage up time


topics/mailto:gconvertino@cloudera.com
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e Back up and replicate appropriate files to ensure disaster recovery

e Schedule and perform cluster upgrades

e Security: enable and check status of security services and configurations

¢ Analyze query performance with Workload XM to ensure optimum cluster performance
e Provision new clusters

Jen — Junior Hadoop Administrator

Skills and Background

e Basic knowledge of HDFS
¢ Limited knowledge of Linux (shell scripting mostly)
e General understanding of:

Distributed/grid computing
VMs and their capabilities
Racks, disk topologies, and RAID
Hadoop architecture

Tools:
Cloudera

¢ Cloudera Manager/CDH
e Navigator
e Workload XM

Third-party Tools: Configuration management tools, log monitoring tools, for example, Splunk, Puppet, Chef, Ganglia,
or Grafana

Goals:
e Maintain high availability and performance of Hadoop clusters
Typical Tasks:

e Perform basic procedures to ensure clusters are up and running
e Perform maintenance work flows

Sarah — Cloud Administrator

Skills and Background

Cloudera Introduction | 9



e Understands public cloud primitives (Virtual Private Cloud)
e Understands security access policies (Identity Access Management)
* Proficiency in Java

Tools:
Cloudera
e Altus
Third-party Tools: Amazon Web Services, Microsoft Azure
Goals:

e Maintain correct access to cloud resources
e Maintain correct resource allocation to cloud resources, such as account limits

Typical Tasks:

e Create the Altus environment for the organization

Data Ingest, ETL, and Metadata Management

The personas in this group typically use Navigator, Workload XM, HUE, Hive, Impala, and Spark.

Terence — Enterprise Data Architect or Modeler

Skills and Background
e Experience with:

— ETL process
— Data munging
— Wide variety of data wrangling tools

Tools:
Cloudera

¢ Navigator

¢ Workload XM
e HUE

e Hive

e Impala

e Spark

Third-party Tools: ETL and other data wrangling tools
Goals:

¢ Maintain organized/optimized enterprise data architecture to support the business needs
e Ensure that data models support improved data management and consumption
e Maintain efficient schema design



Typical Tasks:

Organize data at the macro level: set architectural principles, create data models, create key entity diagrams, and
create a data inventory to support business processes and architecture

Organize data at the micro level: create data models for specific applications

Map organization use cases to execution engines (Impala, Spark, Hive)

Provide logical data models for the most important data sets, consuming applications, and data quality rules
Provide data entity descriptions

Ingest new data into the system: use ingest tools, monitor ingestion rate, data formatting, and partitioning strategies

Kara — Data Steward and Data Curator

Skills and Background

Experience with:

— ETL process
— Data wrangling tools

Tools:

Cloudera

Navigator
HUE data catalog

Third-party Tools: ETL and other data wrangling tools

Goals:

Maintain metadata (technical and custom)

Maintain data policies to support business processes
Maintain data lifecycle at Hadoop scale

Maintain data access permissions

Typical Tasks:

Manage technical metadata

¢ C(lassify data at Hadoop scale

¢ Create and manage custom and business metadata using policies or third-party tools that integrate with Navigator

Analytics and Machine Learning

The personas in this group typically use Cloudera Data Science Workbench (CDSW), HUE, HDFS, and HBase.



Song — Data Scientist

Skills and Background

Statistics

Related scripting tools, for example R
Machine learning models

sQL

Basic programming

Tools:

Cloudera

CDbSwW

HUE to build and test queries before adding to CDSW
HDFS

HBase

Third-party Tools: R, SAS, SPSS, and others. Command-line scripting languages such as Scala, Python, Tableau, Qlik,
and some Java

Goals:

Solve business problems by applying advanced analytics and machine learning in an ad hoc manner

Typical Tasks:

Access, explore, and prepare data by joining and cleaning it

Define data features and variables to solve business problems as in data feature engineering

Select and adapt machine learning models or write algorithms to answer business questions

Tune data model features and hyper parameters while running experiments

Publish the optimized model for wider use as an API for Bl Analysts or Data Owners to use as part of their reporting
Publish data model results to answer business questions for consumption by Data Owners and Bl Analysts

Jason — Machine Learning Engineer

Skills and Background

Machine learning and big data skills

e Software engineering

Tools:



Cloudera

e Spark
e HUE to build and test queries before adding to application
e CDSW

Third-party Tools: Java
Goals:

¢ Build and maintain production machine learning applications
Typical Tasks:

¢ Set up big data machine learning projects at companies such as Facebook

Cory — Data Engineer

3
)

Skills and Background

e Software engineering

e SQL mastery

e ETL design and big data skills
e Machine learning skills

Tools:
Cloudera

e CDSW

e Spark/MapReduce

e Hive

¢ Oozie

e Altus Data Engineering
e HUE

e Workload XM

Third-party Tools: IDE, Java, Python, Scala
Goals:

e Create data pipelines (about 40% of working time)
¢ Maintain data pipelines (about 60% of working time)

Typical Tasks:

¢ Create data workflow paths
e Create code repository check-ins
e Create XML workflows for production system launches
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Sophie — Application Developer

Skills and Background
¢ Deep knowledge of software engineering to build real-time applications
Tools:
Cloudera
e HBase
Third-party Tools: Various software development tools
Goals:

e Applications developed run and successfully send workloads to the cluster. For example, connects a front-end to
HBase on the cluster.

Typical Tasks:

e Develops application features, but does not write the SQL workload. Rather writes the application that sends the
workloads to the cluster.

e Tests applications to ensure they run successfully

Abe — SQL Expert/SQL Developer

Skills and Background

e Deep knowledge of SQL dialects and schemas
Tools:
Cloudera

e HUE

e Cloudera Manager to monitor Hive queries

e Hive via command line or HUE

¢ Impala via HUE, another Bl tool, or the command line
e Navigator via HUE

e Sentry via HUE

e Workload XM via HUE

Third-party Tools: SQL Studio, TOAD
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Cloudera Primary User Personas

Goals:
e Create workloads that perform well and that return the desired results
Typical Tasks:

e Create query workloads that applications send to the cluster
e Ensure optimal performance of query workloads by monitoring the query model and partitioning strategies
e Prepare and test queries before they are added to applications

Kiran — SQL Analyst/SQL User

Skills and Background

¢ Has high-level grasp of SQL concepts, but prefers to drag and drop query elements
e Good at data visualization, but prefers pre-populated tables and queries

Tools:
Cloudera

e HUE

e Cloudera Manager to monitor queries
e Qozie to schedule workloads

e Impala (rather than Hive)

Third-party Tools: Reporting and business intelligence tools like Cognos, Crystal Reports
Goals:

e To answer business questions and problems based on data
Typical Tasks:

e Create query workloads that applications send to the cluster
e Ensure optimal performance of queries (query model, partitioning strategies)

Christine — Bl Analyst

4

Skills and Background
e Ability to:

— View reports and drill down into results of interest
— Tag, save, share reports and results
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Tools:
Cloudera

e HUE
e Navigator via HUE

Third-party Tools: SQL query tools, Tableau, Qlik, Excel

Goals:

e Apply data preparation and analytic skills to solve recurrent business problems. For example, to create a weekly
sales report.

e Provide reports for the Business/Data Owner
Typical Tasks:

e Access, explore, and prepare data by joining and cleaning it
e Create reports to satisfy requests from business stakeholders to solve business problems



CDH Overview

CDH Overview

CDH is the most complete, tested, and popular distribution of Apache Hadoop and related projects. CDH delivers the
core elements of Hadoop — scalable storage and distributed computing — along with a Web-based user interface and

vital enterprise capabilities. CDH is Apache-licensed open source and is the only Hadoop solution to offer unified batch
processing, interactive SQL and interactive search, and role-based access controls.

CDH provides:

e Flexibility—Store any type of data and manipulate it with a variety of different computation frameworks including
batch processing, interactive SQL, free text search, machine learning and statistical computation.

* Integration—Get up and running quickly on a complete Hadoop platform that works with a broad range of hardware
and software solutions.

e Security—Process and control sensitive data.

e Scalability—Enable a broad range of applications and scale and extend them to suit your requirements.
e High availability—Perform mission-critical business tasks with confidence.

e Compatibility—Leverage your existing IT infrastructure and investment.

PROCESS, ANALYZE, SERVE

STREAM SQL SEARCH OTHER

Kite

Spark Impala

UNIFIED SERVICES
RESOURCE MANAGEMENT SECURITY

STEM | RELATIONAL
S Kudu

REAL-TIME

afka, Flume

INTEGRATE

For information about CDH components, which is out of scope for Cloudera documentation, see the links in External
Documentation on page 43.

Apache Impala Overview

Impala provides fast, interactive SQL queries directly on your Apache Hadoop data stored in HDFS, HBase, or the
Amazon Simple Storage Service (S3). In addition to using the same unified storage platform, Impala also uses the same
metadata, SQL syntax (Hive SQL), ODBC driver, and user interface (Impala query Ul in Hue) as Apache Hive. This provides
a familiar and unified platform for real-time or batch-oriented queries.
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CDH Overview

Impala is an addition to tools available for querying big data. Impala does not replace the batch processing frameworks
built on MapReduce such as Hive. Hive and other frameworks built on MapReduce are best suited for long running
batch jobs, such as those involving batch processing of Extract, Transform, and Load (ETL) type jobs.

E’; Note: Impala graduated from the Apache Incubator on November 15, 2017. In places where the
documentation formerly referred to “Cloudera Impala”, now the official name is “Apache Impala”.

Impala Benefits
Impala provides:

e Familiar SQL interface that data scientists and analysts already know.

¢ Ability to query high volumes of data (“big data”) in Apache Hadoop.

e Distributed queries in a cluster environment, for convenient scaling and to make use of cost-effective commodity
hardware.

¢ Ability to share data files between different components with no copy or export/import step; for example, to
write with Pig, transform with Hive and query with Impala. Impala can read from and write to Hive tables, enabling
simple data interchange using Impala for analytics on Hive-produced data.

¢ Single system for big data processing and analytics, so customers can avoid costly modeling and ETL just for
analytics.

How Impala Works with

The following graphic illustrates how Impala is positioned in the broader Cloudera environment:

JOBCS!
ODBC Hue
Client
Hive
Metastore

Impala Shell

The Impala solution is composed of the following components:

e C(Clients - Entities including Hue, ODBC clients, JDBC clients, and the Impala Shell can all interact with Impala. These
interfaces are typically used to issue queries or complete administrative tasks such as connecting to Impala.

¢ Hive Metastore - Stores information about the data available to Impala. For example, the metastore lets Impala
know what databases are available and what the structure of those databases is. As you create, drop, and alter
schema objects, load data into tables, and so on through Impala SQL statements, the relevant metadata changes
are automatically broadcast to all Impala nodes by the dedicated catalog service introduced in Impala 1.2.

e Impala - This process, which runs on DataNodes, coordinates and executes queries. Each instance of Impala can
receive, plan, and coordinate queries from Impala clients. Queries are distributed among Impala nodes, and these
nodes then act as workers, executing parallel query fragments.

e HBase and HDFS - Storage for data to be queried.

Queries executed using Impala are handled as follows:
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3.
4,

. User applications send SQL queries to Impala through ODBC or JDBC, which provide standardized querying

interfaces. The user application may connect to anyi npal ad in the cluster. Thisi npal ad becomes the coordinator
for the query.

. Impala parses the query and analyzes it to determine what tasks need to be performed by i npal ad instances

across the cluster. Execution is planned for optimal efficiency.
Services such as HDFS and HBase are accessed by local i mpal ad instances to provide data.
Each i npal ad returns data to the coordinating i npal ad, which sends these results to the client.

Primary Impala Features

Impala provides support for:

Most common SQL-92 features of Hive Query Language (HiveQL) including SELECT, joins, and aggregate functions.
HDFS, HBase, and Amazon Simple Storage System (S3) storage, including:

— HDEFS file formats: delimited text files, Parquet, Avro, SequenceFile, and RCFile.
— Compression codecs: Snappy, GZIP, Deflate, BZIP.

Common data access interfaces including:

— JDBC driver.
— ODBC driver.
— Hue Beeswax and the Impala Query Ul.

impala-shell command-line interface.
Kerberos authentication.

Cloudera Search Overview

Cloudera Search provides near real-time (NRT) access to data stored in or ingested into Hadoop and HBase. Search
provides near real-time indexing, batch indexing, full-text exploration and navigated drill-down, as well as a simple,
full-text interface that requires no SQL or programming skills.

Search is fully integrated in the data-processing platform and uses the flexible, scalable, and robust storage system
included with CDH. This eliminates the need to move large data sets across infrastructures to perform business tasks.

Cloudera Search incorporates Apache Solr, which includes Apache Lucene, SolrCloud, Apache Tika, and Solr Cell.
Cloudera Search is included with CDH 5.

Using Search with the CDH infrastructure provides:

Simplified infrastructure

Better production visibility

Quicker insights across various data types

Quicker problem resolution

Simplified interaction and platform access for more users and use cases

Scalability, flexibility, and reliability of search services on the same platform used to run other types of workloads
on the same data

The following table describes Cloudera Search features.

Table 1: Cloudera Search Features

Feature Description

Unified management and monitoring | Cloudera Manager provides unified and centralized management and
with Cloudera Manager monitoring for CDH and Cloudera Search. Cloudera Manager simplifies

deployment, configuration, and monitoring of your search services. Many
existing search solutions lack management and monitoring capabilities and



http://lucene.apache.org/solr/

Feature Description

fail to provide deep insight into utilization, system health, trending, and other
supportability aspects.

Index storage in HDFS Cloudera Search is integrated with HDFS for index storage. Indexes created
by Solr/Lucene can be directly written in HDFS with the data, instead of to
local disk, thereby providing fault tolerance and redundancy.

Cloudera Search is optimized for fast read and write of indexes in HDFS while
indexes are served and queried through standard Solr mechanisms. Because
data and indexes are co-located, data processing does not require transport
or separately managed storage.

Batch index creation through To facilitate index creation for large data sets, Cloudera Search has built-in
MapReduce MapReduce jobs for indexing data stored in HDFS. As a result, the linear
scalability of MapReduce is applied to the indexing pipeline.

Real-time and scalable indexing at data | Cloudera Search provides integration with Flume to support near real-time
ingest indexing. As new events pass through a Flume hierarchy and are written to
HDFS, those events can be written directly to Cloudera Search indexers.

In addition, Flume supports routing events, filtering, and annotation of data
passed to CDH. These features work with Cloudera Search for improved index
sharding, index separation, and document-level access control.

Easy interaction and data exploration | A Cloudera Search GUI is provided as a Hue plug-in, enabling users to
through Hue interactively query data, view result files, and do faceted exploration. Hue can
also schedule standing queries and explore index files. This GUI uses the
Cloudera Search API, which is based on the standard Solr API.

Simplified data processing for Search | Cloudera Search relies on Apache Tika for parsing and preparation of many
workloads of the standard file formats for indexing. Additionally, Cloudera Search supports
Avro, Hadoop Sequence, and Snappy file format mappings, as well as Log file
formats, JSON, XML, and HTML. Cloudera Search also provides data
preprocessing using Morphlines, which simplifies index configuration for these
formats. Users can use the configuration for other applications, such as
MapReduce jobs.

HBase search Cloudera Search integrates with HBase, enabling full-text search of stored
data without affecting HBase performance. A listener monitors the replication
event stream and captures each write or update-replicated event, enabling
extraction and mapping. The event is then sent directly to Solr indexers and
written to indexes in HDFS, using the same process as for other indexing
workloads of Cloudera Search. The indexes can be served immediately, enabling
near real-time search of HBase data.

How Cloudera Search Works

In a near real-time indexing use case, Cloudera Search indexes events that are streamed through Apache Flume to be
stored in CDH. Fields and events are mapped to standard Solr indexable schemas. Lucene indexes events, and integration
with Cloudera Search allows the index to be directly written and stored in standard Lucene index files in HDFS. Flume
event routing and storage of data in partitions in HDFS can also be applied. Events can be routed and streamed through
multiple Flume agents and written to separate Lucene indexers that can write into separate index shards, for better
scale when indexing and quicker responses when searching.

The indexes are loaded from HDFS to Solr cores, exactly like Solr would have read from local disk. The difference in
the design of Cloudera Search is the robust, distributed, and scalable storage layer of HDFS, which helps eliminate
costly downtime and allows for flexibility across workloads without having to move data. Search queries can then be



submitted to Solr through either the standard Solr API, or through a simple search GUIl application, included in Cloudera
Search, which can be deployed in Hue.

Cloudera Search batch-oriented indexing capabilities can address needs for searching across batch uploaded files or
large data sets that are less frequently updated and less in need of near-real-time indexing. For such cases, Cloudera
Search includes a highly scalable indexing workflow based on MapReduce. A MapReduce workflow is launched onto
specified files or folders in HDFS, and the field extraction and Solr schema mapping is run during the mapping phase.
Reducers use Solr to write the data as a single index or as index shards, depending on your configuration and preferences.
Once the indexes are stored in HDFS, they can be queried using standard Solr mechanisms, as previously described
above for the near-real-time indexing use case.

The Lily HBase Indexer Service is a flexible, scalable, fault tolerant, transactional, near real-time oriented system for
processing a continuous stream of HBase cell updates into live search indexes. Typically, the time between data ingestion
using the Flume sink to that content potentially appearing in search results is measured in seconds, although this
duration is tunable. The Lily HBase Indexer uses Solr to index data stored in HBase. As HBase applies inserts, updates,
and deletes to HBase table cells, the indexer keeps Solr consistent with the HBase table contents, using standard HBase
replication features. The indexer supports flexible custom application-specific rules to extract, transform, and load
HBase data into Solr. Solr search results can contain col utmFami | y: qual i fi er links back to the data stored in
HBase. This way applications can use the Search result set to directly access matching raw HBase cells. Indexing and
searching do not affect operational stability or write throughput of HBase because the indexing and searching processes
are separate and asynchronous to HBase.

Understanding Cloudera Search

Cloudera Search fits into the broader set of solutions available for analyzing information in large data sets. With
especially large data sets, it is impossible to store all information reliably on a single machine and then query that data.
CDH provides both the means and the tools to store the data and run queries. You can explore data through:

e MapReduce jobs
e Impala queries
¢ Cloudera Search queries

CDH pr